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#### Abstract

Ashesi University College is faced with the challenge of effectively scheduling courses at the beginning of the semester so that there are no class clashes for both lecturers and students. In an attempt to solve the Course Timetabling Problem at Ashesi University College, five algorithms: Genetic Algorithm, Constraint Programing, Particle Swarm Optimization, Simulated Annealing and Tabu Search algorithm, which are known for their use in solving University Course Timetabling problems have been studied and based on their ease of implementation, their robustness in arriving at feasible solutions, their computational speed and whether an optimal solution is always guaranteed, Particle Swarm Optimization algorithm is chosen to implement a solution to the Ashesi University Course Timetabling problem. This project is focused on eliminating course conflicts and creating an optimal table based on teachers' preferences for certain timeslots to teach during the week. The paper outlines the assumptions and steps including explanations on Particle Swarm Optimization used in constructing the timetable base on teachers' preferences. Test conducted on the project proved that the use of Particle Swarm Optimization to solve the Ashesi Course Timetabling problems is in the right direction. Finally, the paper proposes a focus on other areas of the course timetabling problem at Ashesi University College, using the same Particle swarm optimization procedures described in the paper to help provide a complete solution to the timetabling problem of the school.
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## CHAPTER 1: INTRODUTION

### 1.1 BACKGROUND INFORMATION

Course scheduling is one of the most important aspects of a university's administration process yet it is not an easy thing to do. Various universities are faced with the challenge of starting smoothly at the beginning of every semester because there always seem to be conflicts in classroom assignment to various courses. There is also the issue of some students being scheduled to take two or more courses at a particular time, which is impossible to do and is termed as class conflicts.For most universities, course schedules which are prepared manually are ineffective and inaccurate since it is not able to effectively schedule courses. These manual schedules oftenresult in clashes that occur with some courses taking place either in the same classrooms or at the same times with the same students registered for these different courses.In these days of advanced use of computers and other forms of technology, it has become increasingly important for institutions to make use technologies in solving course scheduling problems which they always face in their school's administration. In view of this, there has been the need for the use of automated scheduling systems to help academicregistrars of universities to produce conflict-free academic timetables for their institutionsfor smooth administration of a school's semester.

### 1.2 PROJECT OVERVIEW

Ashesi University College is a Liberal Artco-education in Ghana, situated precisely at Berekuso in the Eastern Region. It has a total enrollment of about five-hundred and seventy students majoring in Bsc. Business Administration, Bsc. Management Information Systems and Bsc. Computer Science.With a population of about six hundred students and growing, it has not been easy on the part of registrars to create course timetables that are devoid of conflicts or clashes for both lecturers and students.Currently, with the increase in student population, Ashesi University College is faced with the challenge of starting smoothly at the beginning of every semester due to conflicts in class and room schedules for students especially. This is envisaged to worsen as the school expanses in terms of the level of enrollment and increase in the number of departments in the school. Right now the course schedules are prepared manually, and it sometimes results inclashes which are mostly as a result of the change in class sizes every year and the number of students retaking courses, who are mostly not accounted for. Another reason can be attributed to the lack of faculty availability within a particular semester. These available times are not consistent throughout the academic year hence new timetables based on lecturers' new available times have to be generated and this results in conflicts easily as manual timetabling can be difficult to deal with. As the
number of students, faculty and courses increases the manual method will no longer be effective since there will be so much to manage. Hence, registrars of the school are seeking other means of making the timetabling system betterfor the entire student body and for smooth administration of the academic semester.

This project considers possible ways of dealing with this problem through the study of five algorithms that can be used to solve the timetabling problem at Ashesi University College. The project then focuses on the use of the best algorithm selected based on its characteristics as compared to other algorithms and target solving one aspect of the course scheduling problem, lecturer's preferences, for Ashesi University College. The project is developed in java (Netbeans) and augmented with the use of text files and MySql database to read in data.

### 1.3 OBJECTIVE

It is difficult to find an effective generic solution to automatic timetabling problems due to the diversity of course scheduling problems and the variance of constraints and particular requirements for various institutions [1]. For this reason, it has become necessary for an institution to create its own automated scheduling system that suites its needs. It is for this reason that the author attempts to develop an automated scheduling system that will help the registrars of Ashesi University College to come up with a conflict-free course timetable for the school each semester. It would be
desirable to build an automatic scheduler to allocate lecture time slots to courses,taking into consideration courses available, lecturers' available time (preferences), lecture times and course sections while avoiding conflict; just to mention a few of the constraints necessary forgenerating an academicschedule.

### 1.3 IMPORTANCE OF THE SYSTEM AND MOTIVATION

Amidst the many things we can manually manage, there still remain certain processes which can be effectively managed through automation. Course timetabling is one of those processes that need automation in order to be accurately produced when there are many constraints to deal with. Creating an automated academic scheduler for Ashesi is generally very important for the smooth administration. It will help to lessen the frustrations students, faculty, staff and administrators of academic institutions face with timetable clashes by generating a conflict-free timetables. Another important reason for an automated timetabling system for Ashesi is to allow and enable students to take the right courses they wish to take, for their majors, in a particular semester. This prevents students from having to drop certain courses they had wished to take, due to class conflicts. Also, in the midst of too many itemsthat may exceed cognitive capacities of humans to manage, especially fordecision-making under stress, it is important that we make use of technology to aid in the management processes. With the registrars of Ashesi University College finding it difficult to create a conflict-free timetable
thattakes into consideration students retaking certain courses, an automated scheduler is an option for a solution to the school's course scheduling problem. An automated scheduler will also help to generate a timetable that takes into consideration the year groups of studentstaking different courses in order to create a timetable devoid of conflicts for the school.

This project has been inspired by the author's quest to help solve the challenges she and some of her mates faced in making sure that they register for their desired courses during their four years education at Ashesi University College. Some of her mates have had to drop courses they had wished to take, in order to graduate on time, simply because these courses were scheduled at periods the students had other classes to attend. An automated course scheduler will be able to deal with these challenges.

### 1.5 CHALLENGES ASSOCIATED WITH THE SYSTEM

The problem with resource-constrained timetabling is that it is challenging and part of the family of NP-hard problems that no best solution to them is known[1][2]Another challenging aspect of it has to do with the size and the complexity of constraints involve in creating solutions that will satisfy the demands of students and instructors [3]. The problem is even made harder by the need to develop a system that is easy for everyone involved in the process to use and understand, and for them to be satisfied with the results. Due to the differences in constraints and requirement necessary for creating a conflict-free timetable in various institutions
[4],course scheduling has become unique to each institution and as result requires the time and knowledge to be able to build one.Another challenge has to do with the non-violation of constraints of faculty, courses, classrooms, timeslots, or students. Research into course scheduling problems [3] , [2] has shown that it is highly unlikely to have an algorithm that guarantees satisfaction to all exposed constraints of various types of problems because it is not easy to express and formulate precisely the requirements and constraints for real-life timetabling tasks.

### 1.6 DELIVERABLES

With the adoption of an automated scheduling system designed for Ashesi University College, it should be possible for academic registrars of the school to createconflict-free course timetables for both lectures and students. Based on the systems input parameters,courses should be assigned to appropriate into a particular timeslot based on lecturer's available times and the system should be able to manage the number of classes that can take place at a particular timeslot. This is to ensure that the number of classes that are scheduled for a period are not more than the number of rooms available.

### 1.7 OUTLINE OF REPORT

This chapter gives a general overview of course timetabling problems with specific reference to the case of Ashesi University College, the reasons for an automated academic scheduler for the school, different sources of information that were gathered in order to fully understand the problem and the deliverables expected at the end of the projects' implementation. The next chapter (chapter 2) presents the literature review on five of the most popular algorithms that have been used for course scheduling problems and forms the bases of decision to use a particular algorithm for the implementation of the Ashesi University Course Timetabling problem. In chapter three (3), the design of the automatic scheduler for Ashesi University College is stated and explained based on the algorithm being used and the problem being solved. Chapter four (4) follows with methodology used for the implementation and an analys of the project's implementation and a test of the re. Finally, the report ends with conclusion and recommendations in Chapter five (5).

## CHAPTER 2: LITERATURE ANALYSIS

Various academic institutions such as Arkansas Tech University [5], Ibb University- Yemen[6] and Universitas Pelita Harapan[7]have all tried using various techniques and mechanisms to solve course timetabling problems.Some of these institutions have used Genetic Algorithm[8], Heuristic Search[7], Constraint Programming[9], Tabu search[10], Particle Swarm Optimization[11], graph coloring algorithms[12] and simulated annealing[13]. Others have also used a combination of these methods to solve the problem of course scheduling[6]. Most of these institutions, in attempts to solvecourse timetabling problems through the use of automated scheduling systems,classified the available constraints into soft and hard constraints involved in determining parametersthat are essential to solving the problem. In addition, rules regarding the system's input parameters were also made to ease the mode of implementation of the system and how the system can be effectively used [14].For example, each lecture unit has identical unit (one hour thirty minutes, in the case of Ashesi University College, is assigned to all slots so that each lecturer has the same length of time to teach) and designated times may not be assigned lecturers when they are not available.

In order to find out the best algorithm to use when implementing a solution to Ashesi University College course timetabling issues, there is the need to study and compare the various algorithms that exist and have been used to solve timetabling or related scheduling problems. This will help to
highlight the advantages and disadvantages of each algorithm and why one should be selected over the other for the implementation of an automatic course scheduler for Ashesi University College. Below is a review on five of these algorithms that have been mostly used in solving course timetabling problems and what they each actually entail.

### 2.1 ALGORITHMS

### 2.1.1 GENETIC ALGORITHM

Studies on the works of Safaai et el [6] has shown that Genetic algorithm, whichwas introduced by John Holland in the seventies [8], has been used by several researchers to solve scheduling problems. Genetic Algorithm is a problem solving strategy based on the Darwinian Evolution theory of survival of the fittest[15][16]. It is a search technique, which is based on the mechanics of natural genetics, where biological processes aresimulated to allow the consecutive generations in a population to adapt to theirenvironment[16]. Hence, starting with a population of randomly created solutions, better ones are more likely to be chosen for recombination into new solutions, i.e. the fitter a solution, the more likely it is to pass on its information to future generations of solutions and this works through the mechanism of selection and reproduction popularly known as crossover and mutation.

Despite the wide use of Genetic Algorithm by many researchers to solve timetabling problems[1] because a population of potential solution (schedules) is always available[15] (solutions being generated at any point in
time because of mutation and crossover during the genetic computation), it is faced with some limitations. One of such limitations is the fact that Genetic Algorithm has longer computational time, emanating from its inability to memorize a potential solution.Also, in Genetic Algorithm, the optimal solution is selected from the last generation; this selection approach may be missing the optimal solution of iterative process [17]. This is so because during the crossover and mutation process, solutions that are deemed weak are rejected from taking part in the crossover and mutation process. However, these rejected or weak solutions may tend out to be more fit in the end as compared to an optimal solution derived from the mutation process. Genetic Algorithms also have to deal with limited population sizes and a limited number of generations. This limitation can lead to premature convergence, which means that the algorithm gets stuck at local optima [18][17]. In order to solve the limitations of Genetic Algorithm, most researchers have enhanced the use of Genetic Algorithmsby combining it with other search algorithms such as heuristic search and simulated annealing to solve time tabling problems. This combination has become necessary because several researchers have concluded that conventional Genetic Algorithms do not give good results among a number of approaches developed for the University Course Timetabling Problems [1].

### 2.1.2 CONSTRAINT PROGRAMMING

Another, algorithm that is mostly studied and used in solving course timetabling problems is Constraint Programming. It is a relatively new technology developed in the computer science and artificial intelligence communities and has found an important role in scheduling, logistics and supply chain management [19]. The idea of constraint programming is to solve problems by stating constraints (requirements) about the problem area and, consequently, finding a solution that satisfies all the constraints [9]. The earliest ideas leading to Constraint Programming may be found in Artificial Intelligence(AI) dating back to the sixties and seventies [9]. Constraint Programming (CP) has attracted high attention among experts from many areas of study because of its potential for solving hard real-life problems [9]. It has had some early successes in solving problems in Circuit design (Siemens), Real-time control and Container port scheduling at Hong Kong and Singapore [19]. It has been used in scheduling applications such as job shop scheduling, assembly line smoothing and balancing, cellular frequency assignment, nurse scheduling, shift planning, maintenance planning, airline crew roster and scheduling and airport gate allocation and stand planning [19]. Constraint Programming has an inner interdisciplinary nature since it combines and exploits ideas from a number of fields including Artificial Intelligence, Combinatorial Algorithms, Computational Logic, Discrete Mathematics, Neural Networks, Operations Research, Programming Languages and Symbolic Computation [9].

There are currently two branches of constraint programming, namely constraint satisfaction and constraint solving [9]. Constraint satisfaction
deals with problems defined over finite domains while Constraint solving involves describing the problem as a set of constraints and solving these constraints [9].

Constraint Programming has the advantage of taking in more constraints as compared to Genetic Algorithm; as this makes the problem easier to deal with[19]. It is a better option when constraints have few variables[19]. However, the problems associated with constraint programming are thatit is well suited for logic processing and constraint based processing but a weak algorithm for continuous variables due to lack of numerical techniques[19].Constraint Programming algorithm may fail when constraints contain many variables that do not allow constraints to propagate well[19], that is, these may constraints do not allow the problem to be reduce and easily solved by identifying the solvable parts. With Constraint programming, there is the problem of choosing the right constraint satisfaction technique for the particular problem [9].For example, a simple search like chronological backtracking may result in a more efficient solution or timetable than a more expensive constraint propagation technique. Also, the efficiency of constraint programs is still unpredictable and the use of intuition is usually the most important part of decision; when and how to use constraints [9]. This is due to the instability of the model as small changes in data can lead to dramatic changes in performance[9]. Also, the process of performance debugging for a stable execution over a variety of input data, is currently not well understood [9]. Another particular problem in many constraint models is the cost optimization. This is because it
is sometimes very difficult to improve an initial solution, and a small improvement takes much more time than finding the initial solution. Hence there is a tradeoff between an "anytime" (but not optimal) solution and "best" '(optimal) solution [9].

### 2.1.3 PARTICLE SWARM OPTIMIZATION

Particle Swarm Optimization (PSO) is a population based intellect algorithm proposed by Kennedy and Eberhart in 1995, motivated by the flocking behavior of birds [20]. In PSO, there are no DNA inspired operators on the swarm like it is in Genetic Algorithm. Instead, each particle is flying over the search space in order to find promising results and adjusts its flying position according to its' own previous experience and its' neighbor experience [21]. In PSO, a bird of a flock is represented as a particle, and the swarm is composed of a group of particles. The position of each particle can be regarded as the Candidate Solution to an optimization problem. Every particle is given a Fitness Function designed in correspondence with the corresponding problem. When each particle moves to a new position in the search space, it remembers its personal best (Pbest), which is the best position the particle in the search area so far. In addition to remembering its own information, each particle will also exchange information with the other particles and remember the global best (Gbest), which is the best position that any of the particles in the population has achieved so far. Then, each
particle will revise its velocity and direction in accordance with its Pbest and the Gbest to move toward the optimal value and find the optimal solution [22]. Hence, PSO is an evolutionary technique but it differs significantly from genetic algorithms (GAs) [21].

Among the many algorithms developed for solving scheduling problems, Particle Swarm Optimization (PSO) has been proven to be capable of achieving remarkable performance[22]. The advantages of less parameter settings required and fast convergencemake it a popular algorithm applied to a variety of optimization problems[23]. PSO is also a simple and easy algorithm with decent performance through its robustness in controlling parameters and its high computational efficiency [24]. PSO has a flexible and well-balanced method to improve and adjust to the global and local exploration and exploitation abilities within a short computation time. This is done by the particles ability to update its position and velocity based on the global best position as well as the particles own position. The position and velocity updates areillustrated by the PSO algorithm equation, where equation one (1) is velocity update and equation two (2) is the position update function. After an iteration of the swarm, the velocity update function (equation 1) calculates and updates the velocity of each particle. These updated velocities are then use by the position update function (equation 2 ) to update all particles' solution.

$$
\begin{align*}
v_{i d}^{t+1} & =w \cdot v_{i d}^{t}+c_{1} \cdot r_{1} \cdot\left(p_{i d}^{t}+x_{i d}^{t}\right)+c_{2} \cdot r_{2} \cdot\left(p_{g d}^{t}+x_{i d}^{t}\right)  \tag{1}\\
& x_{i d}^{t+1}=x_{i d}^{t}+v_{i d}^{t+1} \quad \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \ldots \tag{2}
\end{align*}
$$

$v_{i d}^{t}$ : Component in dimension d of $i^{t h}$ particle velocity in iteration $t$.
$x_{i d}^{t}$ : Component in dimension d of $i^{\text {th }}$ particle position in iteration $t$.
$c_{1}$ : Constant weight factor for the individual particle
$c_{2}$ : Constant weight factor for the global particles.
$p_{i d}^{t}$ : Best position achieved so long by particle $i$.
$p_{g d}^{t}$ : Best position found by the neighbors of particle $i$.
$r_{1}, r_{2}$ : Random factors in the [0,1] interval
$w$ : Inertia weight

From the equations, PSO always has memory, and the knowledge of good solutions which is shared by all particles in the swarm at any point in time[20]. However, despite these numerous advantages of the PSO algorithm, it does not always work well and may need tuning of its behavioral parameters so as to perform well on the problem at hand [25]. Also, any small changes to the PSO implementation can cause dramatic changes in the behavioral parameters that cause good optimization performance[25]. Also despite its robustness and global exploration capability, PSO has the tendency of being trapped in local minima, for a basic PSOdepending on the coefficients used and may also exhibit signs of slow convergence [26].

### 2.1.4 SIMULATED ANNEALING

Simulated Annealing (SA), proposed by Kirkpatrick et al, is a randomized search method for optimization[27]. It tries to improve a solution by walking randomly in the space of possible solutions and gradually adjusting a parameter called "temperature". At high temperature, the random walk is almost unbiased and it converges to essentially the uniform distribution over the whole space of solutions; as the temperature drops, each step of the random walk is more likely to move towards solutions with a better objective value, and the distribution is more and more biased towards the optimal solutions. SA is a heuristic method that has been implemented to obtain good solutions of an objective function defined on a number of discrete optimization problems[28]. This method has proved to be a flexible local search method and can be successfully applied to the majority of reallife problems[28].

The origin of the algorithm is in statistical mechanics that imitates the annealing process used in metallurgic [29]. The fundamental idea is to allow moves resulting in solutions of worse quality than the current solution in order to escape from local minimum. Hence, the design of a good annealing algorithm is vital since it generally comprises three components: (1) neighborhood structure, which defines for each solution a set of neighboring solutions (2) cost function, which is controlled by the temperature and (3) cooling schedule [30]. Hence Simulated Annealing algorithm is basically a
three steps process: perturb the solution, evaluate the quality of the solution, and accept the solution if it is better than the new one. SA is an iterative method which accepts a new solution if its cost is lower than the cost of the current solution in each iteration. However, if the cost of the new solution is greater, there is a probability of this solution being accepted. With this acceptance criterion, there is the possibility of the algorithm climbing out of local minima[31].

One advantage of using Simulated Annealing is that Simulated Annealing does not require any mathematical model thus; it can be used to solve a problem if the solution to the problem can be designed so that it can be perturbed and evaluated[29]. Another advantage of using Simulated Annealing is that it provides a means to escape local optima by allowing hillclimbing moves[32], which is made possible by the temperature at which the algorithm operates and the cost associated with new solutions.

However, there are some challenges that come with the use of Simulated Annealing for scheduling. One of the potential drawbacks of using simulated annealing for hard optimization problems is that finding a good solution can often take an unacceptably long time[29] [33]. Hence, it is extremely slow and not suitable for complex optimization problems such as scheduling [34]. Also, Simulated Annealing is an inefficient algorithm at low temperatures when it comes to the acceptance of optimal solution since a lot of computation is required to compute the change in cost yet the solution arrived at can be rejected [33]. Another drawback has to do with the possibility of not finding an optimal solution after the process has been
completed [29].Finally, the intensive computational requirements and the practical difficulties involved in the proper choice of Simulated Annealing parameters are factors that reduce its potential in many cases [35].

### 2.1.5TABU SEARCH

Tabu Search (TS) is a heuristic method originally proposed by Fred Glover in 1986 [36], to various combinatorial problems. Tabu Search is an extension of classical Local Search(LS) methods. Basic TS can be seen as simply the combination of LS with short-term memories. Hence, TS pursues LS whenever it encounters a local optimumby allowing non-improving moves; cycling back to previously visited solutions is prevented by the use of memories, called tabu lists, that record the recent history of the search[36].This is achieved by making certain actions "taboo", meaning not allowing the search to return to a recently visited point in the search space or not allowing a recent move to be reversed [37]. This method minimizes the chance of cycling in the same solution, and therefore creates more chances of improvement by moving into un-explored areas of the search space[38].

The first two basic elements of any Tabu Search heuristic are the definition of its search space (the space of all possible solutions that can be considered or visited during the search) and its neighborhood structure (a set of neighboring solutions in the search space that are defined when local
transformations are applied to the current solution at each iteration of the tabu search)[37]. An advantage of the use of Tabu Search is that it can be applied to both discrete and continuous solution spaces [39].Also, for larger and more difficult problems such as scheduling, quadratic assignment and vehicle routing, tabu search obtains solutions that rival and often surpass the best solutions previously found by other approaches[39]. Many computational experiments have also shown that Tabu Search has now become an established optimization technique which can compete with almost all known techniques because of its flexibility [40].

Tabu Search, like any other algorithm has its drawbacks as well. One of its drawbacks is seen in the fact that tabus (spaces not to be revisited during the search forbidden moves) are sometimes too powerful and may prohibit attractive moves, even when there is no danger of cycling, or they may lead to an overall stagnation of the search process[37].Another drawback is that Tabu Search tends to be too "local", i.e. it tends to spend most, if not all, of its time in a restricted portion of the search space[37]. This may lead to failure to explore the most interesting parts of the search space and thus end up with solutions that are still far from the optimal ones.Furthermore, Tabu Search, just like Simulated Annealing and Genetic Algorithm, is problematic when dealing with optimization problems that contain constraints because it initiates search (generally) with a random solution and apply operators that may not be able to guarantee a feasible solution [41]. Tabu search in itself is also a complex technique that may not
be properly formulated if not well understood and not given the right parameters[40].

### 2.1.6 COMPARISON OF THE FIVE ALGORITHMS

The table below (Table 1) summarizes the differences and similarities among the algorithms that have been discussed above based on their ease of implementation, their robustness in arriving at feasible solutions, their computational speed and whether an optimal solution is always guaranteed.

| Algorithm | Ease of <br> implementation <br> and flexibility | Computational <br> Speed and <br> Robustness | Convergence | Optimal <br> Solution |
| :---: | :---: | :---: | :---: | :---: |
| Genetic <br> Algorithm | Fairly easy and <br> flexible | Slow and frail | Stuck in local <br> optima <br> (premature) | Not <br> guaranteed |
| Constraint <br> Programming | Not very easy <br> and not flexible. | Moderate and <br> fairly robust | Global optima | No always |
| optimal |  |  |  |  |$|$


| Tabu Search | Complex <br> technique but <br> Flexible | Moderate speed <br> and fairly <br> robust | Can be stuck in <br> local optima | Not always <br> optimal |
| :---: | :---: | :---: | :---: | :---: |

Table 1 A Comparison of the Five Algorithms under study

From the literature review, it is clear that most of the algorithms used in scheduling may generate feasible but not optimal solutions [6]. Most algorithms proposed for deriving solutions to timetabling problems do not adequately provide solutions on their own due to the presence of limitations such as being trapped in local minima, complexity of implementation, and some specific conditions under which some algorithms operate - level of heat for Simulated Annealing. Other research [21] into finding better solutions for solving timetabling problems have proposed the use of hybrid forms of these algorithms so that they can complement each other in obtaining optimalsolutions. An example is using the Particle Swarm Optimization algorithm and Constraint Based Reasoning used by Ibb University (Yemen) to solve their timetabling problem [21].

### 2.2 RELEVANCE OF THE RELATED WORKAND APPROACH

Most of the courses scheduling problems mentioned in the literature have similar characteristics as the Ashesi course scheduling problem. However, most of the example problems discussed were solved using a combination of algorithms. This proves the fact that all the algorithms
propose to solve timetabling problems have do come with their strength and weaknesses.Most of the solutions to solving the course timetabling problems were also institution specific but gave a general idea about course timetabling problems.

Academic course timetabling problems are unique to every institution [8]. Hence, one solution cannot be applied everywhere but the concepts of development can be applied to course timetabling at different institutions. Based on the reviews and discussion on the various algorithms, their ease of implementation, their robustness in arriving at feasible solutions, their computational speed and the optimality of solutions arrived at after implementation, stated in this paper, the use of Particle Swarm Optimization in solving the Course Timetabling problem at Ashesi University College is proposed. Particle Swarm Optimization has been studied to be an effective algorithm that could be useful for the implementation of an automated scheduler for Ashesi University College.

## CHAPTER 3: METHODOLOGY

### 3.1 PSO ALGORITHM FOR ASHESI COURSE TIMETABLING PROBLEM

PSO is known to have the ability to find a near-optimal solution by updating its flying position and velocity vector with a suitable fitness function [42]. In optimization problems an objective function needs to be defined, and the maximum or minimum value of the function or process are sought after in order to justify conclusions on the system. In the case of the Ashesi course timetabling problem, the objective is want to maximize an objective function which depends on the fitness of the swarm based on the sum of teacher, classroom and student preferences for a particular timeslot.

Hence the objective is to maximize a fitness function:

$$
f(x)=\sum_{n=i}^{x}(\text { Lecturers'preferences })+\sum_{n=i}^{x}(\text { Room Preferences })
$$

Where: $x=$ the number of iterations

$$
n=\text { the ith particle in the swarm }
$$

The PSO algorithm works by simultaneously maintaining several candidate solutions in the search space called particles. During each iteration of the algorithm, each candidate solution is evaluated by the objective function being optimized, determining the fitness of that solution. Each candidate solution can be thought of as a particle "flying" through the fitness landscape finding the maximum of the objective function. Initially, the PSO algorithm
chooses candidate solutions randomly within the search space. The PSO algorithm has no knowledge of the underlying objective function, and thus has no way of knowing if any of the candidate solutions are near to or far away from a local or global maximum [42]. Hence, the PSO algorithm simply uses the objective function to evaluate its candidate solutions, and operates upon the resultant fitness values.

Each particle maintains its position, composed of the candidate solution and its evaluated fitness, and its velocity. Additionally, it remembers the best fitness value it has achieved thus far during the operation of the algorithm, referred to as the individual best fitness[42]. Finally, the PSO algorithm maintains the best fitness value achieved among all particles in the swarm, called the global best fitness, and the candidate solution that achieved this fitness, called the global best position or global best candidate solution.

The PSO algorithm consists of just three steps, which are repeated until some stopping condition is met. The steps are;

1. Evaluate the fitness of each particle
2. Update individual and global best fitnesses and positions
3. Update velocity and position of each particle

Fitness evaluation is conducted by supplying the candidate solution to the objective function [42]. Individual and global best fitnesses and positions are
updated by comparing the newly evaluated fitnesses against the previous individual and global best fitnesses, and replacing the best fitnesses and positions as necessary. The velocity and position update step is responsible for the optimization ability of the PSO algorithm. The velocity of each particle in the swarm is updated using the following equation:
$v_{i d}^{t+1}=w \cdot v_{i d}^{t}+c_{1} \cdot r_{1} \cdot\left(p_{i d}^{t}+x_{i d}^{t}\right)+c_{2} \cdot r_{2} \cdot\left(p_{g d}^{t}+x_{i d}^{t}\right)$

The index of the particle is represented by $i$. Thus, $v_{i d}^{t}$ is the velocity of particle $i$ at time in the $d$ dimension and $x_{i d}^{t}$ is the position of particle $i$ at time $t$ in the $d$ dimension. The parameters $w, c_{1}$, and $c_{2}(0 \leq \mathrm{w} \leq 1.2,0 \leq$ $c 1 \leq 2$, and $0 \leq c 2 \leq 2$ ) are user-supplied coefficients where $c_{1}$ and $c_{2}$ are the acceleration constants while the $w$ is the constriction factor or the inertia weight that is used to control the magnitude of the particle's velocity [43] These range of values have been shown by researchers to be of great positive effects on the performance of the PSO algorithm[44] [45] [46] [47]. The values $r_{1}$ and $r_{2}(0 \leq r 1 \leq 1$ and $0 \leq r 2 \leq 1)$ are random values regenerated for each velocity update. The value $p_{i d}^{t}$ is the individual best candidate solution for particle $i$ at time $t$, and $p_{g d}^{t}$ is the swarm's global best candidate solution at time $t$.

- The first term (w. $v_{i d}^{t}$ ) is the inertia component, responsible for keeping the particle moving in the same direction it was originally heading [42].
- The second term $c_{1} \cdot r_{1} \cdot\left(p_{i d}^{t}+x_{i d}^{t}\right)$, called the cognitive component, acts as the particle's memory, causing it to tend to return to the regions of the search space in which it has experienced high individual fitness.
- The third term $c_{2} \cdot r_{2} \cdot\left(p_{g d}^{t}+x_{i d}^{t}\right)$, called the social component, causes the particle to move to the best region the swarm has found so far.

Also, in order to keep the particles from moving too far beyond the search space, we use a technique called velocity clamping to limit the maximum velocity of each particle.

Once the velocity for each particle is calculated, each particle's position is updated by applying the new velocity to the particle's previous position:

$$
\begin{equation*}
x_{i d}^{t+1}=x_{i d}^{t}+v_{i d}^{t+1} \tag{2}
\end{equation*}
$$

- $v_{i d}^{t+1}$ is the newly calculated velocity
- $x_{i d}^{t}$ is the previous position
- $x_{i d}^{t+1}$ is the newly updated position

Figure 1below shows the entire process of the Particle Swarm Optimization for University Course timetabling


Figure 1 A Flow Chart of the PSO Algorithm

### 3.2 ASHESI UNIVERSITY TIMETABLING PROBLEM

This section describes the timetabling problem at Ashesi University College that Particle Swarm Optimization is used to solve. A semester of the school consists of at most 34 courses, first year to fourth year, at most 35 Lecturers and a total of at most 48 classes. In the Ashesi Course Timetabling Problem, the difference between courses and classes is that a course is the name of the subjects being taken but class refers to a lecturer and the group of students he/she is lecturing. So classes are made up of courses and/or sections of courses. There are a total of 25 timeslots, i.e. 5 periods 5 times a week. The schools' timetabling problem is defined in terms of the problem requirements, hard constraints (constraints that are critical to the systems implementation and will, when not adhered to, lead to solutions rather than the optimal solution) and soft constraints (constraint that can be broken without any significant penalty to the results generated).

The requirements of the problem specify:

- Lecturers' preferences for timeslots that corresponds to their available times and preferred teaching times.
- Room preference for classes due to the number of rooms available
- Different sections of a course as a new class even if the same lecturer teaches those sections

A feasible timetable is one which all events have been assigned a timeslot and a room, so that the following hard constraints are satisfied:

- No lecturer or class clashes. i.e. a lecturer cannot be assigned to more than one class at a time.
- No two classes are scheduled to take place in the same room at the same time.
- Room assigned to course are big enough to contain students registered for the class
- No student is assigned to two or more different classes at the same time.

The soft constraints of the problem are:

- The scheduled time of the class should fall within the preference sets as much as possible.
- The scheduled room of the class should fall within the preference sets as much as possible.
- Lecturer's preference must be considered before the timetable generation

In building a conflict-free course timetable there is the need to consider teachers' preference for timeslots, room preference a class and students' preference as well. These are three important aspect of the course scheduling problem that need not be forgotten. This paper focuses on building a conflict-free timetable based on teachers' preferences and room allocation penalties using the PSO algorithm described above.Figure 2shows the entire process of using the Particle Swarm Optimization algorithm to
solve the timetabling problem at Ashesi University based on teachers' preferences and room allocation.


Figure 2An Activity Diagram for the PSO of the ACTP

## CHAPTER 4: THE IMPLEMENTATION

This project provides a solution to the Ashesi course timetabling problem based on lecturers preferences for timeslots to which classes are assigned and room allocation, in each iteration of the PSO algorithm. Lecturers' preference is one of the three main components (lecturers' preference, room preference, and student preference) necessary for creating the most optimal solution to the course timetabling problem at Ashesi. However, student preferences as well as classroom preferences for the timetable construction will not be considered in this project. In this project, a simplifying assumption is that all classrooms are of equal capacity and facilities.Hence the main focus of this project is to maximize our objective function which depends on the fitness of the swarm based on the sum of lecturers' preferences for timeslots of the schedule and room allocation penalty.At the end of the optimization process, the highest preference sum among all other preference sums is the optimum solution.

The objective is to maximize a fitness function:

MAX: $f(x)=\sum_{n=i}^{x}($ Lecturers'preferences $)+\sum_{n=i}^{x}$ (Room allocation Penalty $)$

Where: $x=$ the number of iterations

$$
n=\text { the ith particle in the swarm }
$$

### 4.1 THE SYSTEM SETUP

In solving the Ashesi timetabling problem using Particle Swarm Optimization, particles were defined to be made up classes, timeslots and lecturers preferences; hence a particle is a timetable that has timeslotsassigned to classes taught by lecturers. In this paper a, as mentioned earlier, a class is made up of courses and the different sections of course. Our main focus will be on class scheduling which is a broader category. This definition was based on the assumption that the same teacher could be teaching two different sections of the same course and each section is given its own code. Hence a class constitutes the course code, course name and the lecturer teaching it and a class can be identified by its code number which is unique for each class. In this project, the class codes were generated based on the count of the classes listed in the system. This coding system was used just for quick references to courses.

For an easier start in implementing the system, 13 lecturers and 20 classeswereused. These figures are representative of the Ashesi System; however actual figures representing the Ashesi Course Timetabling problem were also used for the implementation. For example, class 10 represents Quantitative Methods by Prof. Jackson and class 17 represents Programming by Prof. Jackson. It is typical that a lecturer teaches more than one course.Table 2represents sample class codes that were used for the implementation where Ti stands for a lecturer out of the 13 lecturers who
taught the 20 classes stated below. A simplifying assumption is that no course has two sections; hence all sections of a course are referred to as different classes.

| CODE | LECTURER | SUBJECT | CODE | LECTURER | SUBJECT |
| :--- | :---: | :---: | :--- | :---: | :---: |
| Class 1 | T1 | Science | Class 11 | T5 | Stats |
| Class 2 | T2 | Social | Class 12 | T9 | Finance |
| Class 3 | T3 | Math | Class 13 | T10 | Negotiation |
| Class 4 | T1 | English | Class 14 | T11 | Robotics |
| Class 5 | T2 | French | Class 15 | T12 | Programing |
| Class 6 | T4 | Math | Class 16 | T9 | Trade |
| Class 7 | T5 | Script | Class 17 | T8 | Networks |
| Class 8 | T6 | Ecomm | Class 18 | T8 | Ecomm |
| Class 9 | T7 | Mobile | Class 19 | T13 | Database |
| Class 10 | T8 | Quant | Class 20 | T5 | OpSystems |
|  |  |  |  |  |  |

Table 2 Class code, Lecturers and Courses for the course scheduling

Also, there are 25 timeslots available at Ashesi, that is, 5 periods a day, 5 times in a week. However, in order to simplify the calculations and keeping track of timeslots, an assumption was made that lecturer can teach on every other day. So for a lecturer teaching on Monday, he/she will automatically teach on Wednesday and for a lecturer teaching on Tuesday, he/she will automatically teach on Thursday. This simplifying assumption is in fact the current practice at Ashesi University College. On Fridays, every teacher is scheduled to have a lab section so the schedule for that will be separated from the main schedule. Hence, the number of timeslots used for the Ashesi Course Timetabling problem was reduced to 10 timeslots since the schedule is for two days (Monday and Tuesday) and there are five (5) timeslots in a
day. In this case, if a lecturer is scheduled to teach on Monday at 8:30 am, he/she will automatically be assigned to teach on Wednesday at 8:30 am as well.

Timeslots, consisting of one hour thirty minutes (1hr: 30minutes) durations as it is in Ashesi, were used to for the implementation; hence timeslots were labeled from the one to the ten starting from Monday 8:30 am to Tuesday 4:40pm. Table 3shows an example of timeslots that was generated for this problem.

| Day\Time | $\mathbf{8 : 3 0}$ | $\mathbf{1 0 : 1 0}$ | $\mathbf{1 1 : 4 0}$ | $\mathbf{1 : 2 0}$ | $\mathbf{3 : 0 0}$ |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Monday | 1 | 2 | 3 | 4 | 5 |
| Tuesday | 6 | 7 | 8 | 9 | 10 |

Table 3 Time slots for the ACTP

In order to simplify the algorithm, the timeslots were used as the search space of the particles. An assumption was then made that particles are only allowed to operate in the search space and not outside of it. Hence from a position of 1 to 10 , the 20 classes (being used to represent a particle) were distributed across the search space as their initial positions with an availability of 3 classrooms per positions (timeslot). In order to prevent spill overs and allow the particle to stay within the search space, initial positions of one to ten $(1-10)$ were assigned to particles. Table 4shows the classes that were used for the implementation and their initial positions.

| Code | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 16 | 17 | 18 | 19 | 20 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Initial <br> Position | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |

Table 4 Initial positions of classes within the search space

With the help of these initial positions, the velocity for each class was calculated based on equation 1.

$$
\begin{equation*}
v_{i d}^{t+1}=w \cdot v_{i d}^{t}+c_{1} \cdot r_{1} \cdot\left(p_{i d}^{t}+x_{i d}^{t}\right)+c_{2} \cdot r_{2} \cdot\left(p_{g d}^{t}+x_{i d}^{t}\right) \tag{1}
\end{equation*}
$$

The inertia weight, $w$, was set to 0.729 (values could be changed within the range of 0.0 to 1.0 ). The acceleration constants, $c 1$ and $c 2$, were set to 1.49445 each (the addition of c1 and c2 should not exceed 4. and the random values, $r 1$ and $r 2$, were set to random numbers between 0 and 1 . For the first velocity update, the initial velocity $v_{i d}^{t}$ was assumed to be the same as the initial positions for each of the classes. This assumption was made based on the fact that at the first velocity update, the particles have no velocity but their initial positions. The particles personal best position and the global best position were also set to the initial positions multiplied by 2 and 3 respectively. This assignment was also made based on the assumption that the main focus of the timetable is to get the best schedule that suits lecturers' preferences. Hence, the particles do not have to move towards a particular particle. Each particle should have its own position update based on its updated velocity and then it is scheduled based on the lecturer's
preference for it at the position it has assumed. Moving towards other particles in the swarm is not the main focus.

Classes' positions are then updated based on the sum of the velocity calculated and the initial positions as shown by equation 2 .

$$
\begin{equation*}
x_{i d}^{t+1}=x_{i d}^{t}+v_{i d}^{t+1} \tag{2}
\end{equation*}
$$

However, this resulted in position updates that were outside the range of the search space. In order to maintain all positions within the search space of 1 to 10 , a velocity clamping technique was used. Hence for each of the updated positions, if the position specified is greater than 10 (the length of the search space) a mod of 10 was applied to the number and the result is added to one (1) to cater for the exclusion of 0 from the search space and inclusion of 10 in the search space. For example, if a newly updated position resulted in 34 the actual updated position that will be used is 5 , that is, $(34 \bmod 10)+1=$ 5.

It is required by the system to state the level of preference that each lecturer attaches to the various timeslots in the system. So for each of the 13 lecturers used for the system implementation,lecturers' preference levels for a position assumed by a class is read in from a text file for that particular lecturer. The preference levels ranged from 1 to 6 all inclusive with the highest preference of 6 and the lowest preference of 1 . For example, as in
figure 1.7, lecturer 1 has a preference of 5 at timeslot 3 . This is interpreted as Lecturer 1 prefers to teach on Monday at 11:50 am as compared to Monday 10:10 am due to the preference levels set to those timeslots.Table 5shows each lecturer and their preference for each timeslot.

| Lecturer | PREFERENCES FOR TIMESLOTS |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| T1 | Fibu | [11 | 5 | e4t | rer | '6pr | e3, | eh | e2 f | 4tim |
| T2 | 4 | 6 | 3 | 1 | 1 | 3 | 2 | 2 | 5 | 5 |
| T3 | 1 | 2 | 5 | 1 | 4 | 4 | 5 | 1 | 3 | 3 |
| T4 | 3 | 1 | 1 | 2 | 1 | 3 | 2 | 3 | 1 | 6 |
| T5 | 2 | 1 | 5 | 2 | 6 | 3 | 1 | 1 | 2 | 2 |
| T6 | 4 | 5 | 3 | 6 | 4 | 5 | 2 | 5 | 4 | 3 |
| T7 | 4 | 2 | 5 | 1 | 1 | 3 | 3 | 1 | 4 | 5 |
| T8 | 6 | 2 | 6 | 4 | 4 | 4 | 6 | 5 | 5 | 5 |
| T9 | 4 | 2 | 1 | 3 | 3 | 6 | 5 | 5 | 5 | 2 |
| T10 | 1 | 3 | 4 | 2 | 2 | 4 | 6 | 2 | 6 | 3 |
| T11 | 4 | 2 | 2 | 2 | 6 | 3 | 1 | 2 | 4 | 2 |
| T12 | 2 | 5 | 6 | 6 | 6 | 5 | 2 | 5 | 5 | 5 |
| T13 | 6 | 2 | 1 | 4 | 6 | 2 | 3 | 3 | 1 | 1 |

Table 5 Lecturers' Preferences for Time slots

### 4.2.OPERATING IN THE SWARM

Once all elements of a particle have been initialized, a number of iterations are set and a number of particles are created in the swarm. This swarm of particles is used in several iterations specified to determine the best timetable in the swarm, taking into consideration teachers' preferences for classes at specified timeslotsand the availability of classrooms for a class to be scheduled, avoiding conflicts.

Clashes are very critical to the timetable generation. All clashes need to be avoided as much as possible to obtain an optimal timetable. In order to get rid of clashes for this timetable generation, a penalty of negative ten (10 ) is allocated to a class as the preference for a teacher if that class happens to assume the same position as other classes being thought by the same lecturer. This penalty of -10 reduces the fitness of that particular particle and does not make it optimal.

Also another issue being addressed in this project is the availability of classrooms for all classes taking place at the same time. Hence for a class to be schedule, it needs to assume a position that will have classroom available for the class. For example in our simplifying example, it is assumed that there arethree classrooms available. Hence for a class to be scheduled into a particular timeslot it needs to be among the first three classrooms to be scheduled into that timeslot. In that case, the class is assigned a positive penalty of five (5). However, if a class happens to be the fourth, fifth and so on, class to be scheduled into a timeslot, it is assigned a negative penalty of
six (-6) since there are no classroom available to contain that class. Similarly, when a class is assigned a lecturer's preference of -10 because it causes a clash, a classroom penalty of -10 is also assigned to the class. At the end, all lecturers' preferences together with classroom allocation penalties for classes are added to determine the fitness of the particle.

After iteration, each particle in the swarm computes its fitness (the sum of all lecturers' preferences for timeslots and classroom allocation penalty for classes) and compares it to the fitness of other particles in the swarm. The particle with the highest fitness in the swarm has the global best position in the swarm. When the particle with the best position is found in the swarm, all other particles in the swarm use this global best position together with their current and best positions to calculate their velocity in order to update their positions. This process is repeated several times until the end of the iteration. Each iteration ends by stating the particle with the highest fitness. At the end of the process, the best timetable is derived from the particle with the best fitness throughout the entire swarm.

## CHAPTER 5:TESTING,RESULT AND DISCUSSION

### 5.1 SAMPLE DATA

After setting up the entire system, three different sets of lecturers' preferences were used to test for the validity of the algorithm that has been used for the implementation. 13 lecturers, 20 classes, 3 classrooms, 10 particles and 1000 iterations were used for this implementation. The test resulted in a conflict free timetable for all lecturers regardless of the number of courses they had to teach. Table 6below shows one set of lecturers' preferences and the corresponding best particle or optimal timetable that was obtained using the following PSO parameters: $w=0.729, c 1=c 2=1.49445$ and r 1 and r 2 of random numbers from 0 to 1 . The timetable was generated in 5 minutes 23seconds.

| PREFERNCES 1 | T1 T2 T3 T4 T5 T6 T7 T8 T9 T10 T11 T12 T13 | 1 5 2 4 1 3 4 3 4 4 <br> 6 5 2 4 3 1 6 1 5 6 <br> 1 6 3 6 4 1 2 6 1 2 <br> 2 6 2 4 1 3 5 4 5 5 <br> 4 2 4 3 5 5 5 6 4 1 <br> 2 6 6 6 3 2 2 5 1 6 <br> 4 1 5 3 3 3 5 1 1 1 <br> 5 1 6 5 3 1 6 2 3 2 <br> 5 4 2 3 6 2 5 4 3 3 <br> 3 2 5 5 1 2 1 5 1 3 <br> 5 3 6 1 2 2 6 1 1 4 <br> 2 6 5 5 1 5 5 5 2 1 <br> 2 3 6 3 3 1 5 6 1 3 |
| :---: | :---: | :---: |
| RESULT |  |  |

```
Teacher 1 has preference of 3 at position 6 with room preference of 5 for class 1 Teacher 2 has preference of 3 at position 5 with room preference of 5 for class 2 Teacher 3 has preference of 6 at position 4 with room preference of 5 for class 3 Teacher 1 has preference of 1 at position 5 with room preference of 5 for class 4 Teacher 2 has preference of 6 at position 10 with room preference of 5 for class 5 Teacher 4 has preference of 5 at position 7 with room preference of 5 for class 6 Teacher 5 has preference of 6 at position 8 with room preference of 5 for class 7 Teacher 6 has preference of 6 at position 3 with room preference of 5 for class 8 Teacher 7 has preference of 1 at position 10 with room preference of 5 for class 9 Teacher 8 has preference of 5 at position 1 with room preference of 5 for class 10 Teacher 5 has preference of 5 at position 7 with room preference of 5 for class 11 Teacher 9 has preference of 5 at position 7 with room preference of 5 for class 12 Teacher 10 has preference of 2 at position 2 with room preference of 5 for class 13 Teacher 11 has preference of 5 at position 1 with room preference of 5 for class 14 Teacher 12 has preference of 1 at position 5 with room preference of 5 for class 15 Teacher 9 has preference of 4 at position 8 with room preference of 5 for class 16 Teacher 8 has preference of 6 at position 3 with room preference of 5 for class 17 Teacher 8 has preference of 5 at position 4 with room preference of 5 for class 18 Teacher 13 has preference of 3 at position 10 with room preference of 5 for class 19 Teacher 5 has preference of 5 at position 6 with room preference of 5 for class 20
Particles fitness is 183
The best Global fitness is 183
BUILD SUCCESSFUL (total time: 5 minutes 26 seconds)
```

Table 6 Timetable Generated from PSO based on Lecturers' preferences and available classrooms

Below in Table 7 is the actual time table representation of the above generated timetable with room allocation.

|  | $\begin{aligned} & \hline 8: 30- \\ & 10: 00 \\ & \hline \end{aligned}$ | $\begin{aligned} & 10: 10- \\ & 11: 40 \\ & \hline \end{aligned}$ | $\begin{aligned} & 11: 50- \\ & 1: 20 \end{aligned}$ | $\begin{aligned} & 1: 30- \\ & 3: 00 \end{aligned}$ | $\begin{aligned} & 3: 10- \\ & 4: 40 \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Monday | T11 Class 14 Room1 | T10 Class 13 Room1 | T6 Class 8 Room1 | T3 Class 3 Room1 | T2 Class 2 Room1 |
|  | T8 <br> Class 10 <br> Room2 |  | T8 Class 17 Room2 | T8 Class 18 Room2 | T1 Class 4 Room2 |
|  |  |  |  |  | T12 Class 15 Room3 |
| Tuesday | T1 Class 1 Room1 | T4 Class 6 Room1 | T5 Class 7 Room1 |  | T2 Class 5 Room1 |
|  | T5 Class 20 Room2 | T5 Class 11 Room2 | T9 <br> Class 16 <br> Room2 |  | T7 <br> Class 9 <br> Room2 |
|  |  | T9 <br> Class 12 <br> Room3 |  |  | T13 <br> Class 19 <br> Room3 |

Table 7 ATimetable with Room Allocations

The use of Particle Swarm Optimization for course scheduling based on teachers' preferences and classroom availability has been demonstrated to be an effective process to generate a course timetable devoid of conflicts. However, as stated earlier in the literature analysis, PSO mostly guarantees an optimal solution but not always. For that reason, the number of iterations and the parameters being used for the timetable generation is very important.

After, running the algorithm with the simplifying example in this project for six times, six optimal solutionswere generated in each run out of the 10 particles and 1000 iterations used for generating a timetable for 13 lecturers,

20 classes and 3 classrooms. These results prove that PSO guarantees an optimal solution

### 5.2 ACTUAL DATA

The system was also tested using actual values corresponding to the number of classes and lecturers (48 classes and 30 lecturers) that are available in a semester at Ashesi University College. At the end, a timetable that was devoid of class conflicts based on teachers' preference was generated using the following PSO parameters: $w=0.729, c 1=c 2=1.49445$ and r 1 and r 2 of random numbers from 0 to 1 .Table 8 in appendix shows the lecturers' preference at each of the slots and the timetable that was generated.

### 5.2.1 A THOUSAND ITERATIONS

With 1000 iterations, 10 particles, 48 classes, 30 lecturers and 7 classrooms, out of six runs conducted, four runs resulted in optimal solutions devoid in any form of conflicts (lecturer and classroom). For each of these runs, an average of 8 minutes was used in generating the timetable.

### 5.2.2 TWO THOUSAND ITERATIONS

With 2000 iterations, 20 particles, 48 classes, 30 lecturers and 7 classrooms, out of six runs conducted, all six runs resulted in optimal solutions devoid in any form of conflicts (lecturer and classroom) in an average of 11 minutes.

These tests have proven that the PSO algorithm needs to be tuned based on the size of parameters being used forthe system's implementation. Apart from that, it has successfully been used to accomplish the objectives of this project.

### 5.3CHALLENGES

Many challenges were encountered in this project. Some of these challenges were critical to the systems implementation while others had to do with an understanding of how the algorithms studied in the paper could be applied to timetabling problems.

One of the major challenges theauthor was her ability to interpret the Particle Swarm Optimization algorithm in relation to the timetabling problem she was solving. Though there were lots of literature on how particle swarm optimization had been used to solve course timetabling problems, most of these literature failed to relate the PSO algorithm to the actual implementation of course scheduling. Most of these literatures just restated the PSO algorithm when it came to explaining the implementation process of their solution. This challenge took a lot of this author's time as she tried to interpret,for example, what a "Particle" (as used in the PSO algorithm) stood for when it came to course timetabling problems.

However, despite how challenging this project was, the author is glad she undertook this project which had enlightened her in other fields such as engineering and artificial intelligence.

## CHAPTER 6: CONCLUSION AND FUTURE WORK

This paper describes the procedure used in successfully generating a conflict-free timetable for the course timetabling problem at Ashesi University College based on lecturers' preferences through the use of Particle Swarm Optimization algorithm. Careful studies on five algorithms (Genetic Algorithms, Constraint Programming, Particle Swarm Optimization, Simulated Annealing and Tabu Search) presented in this paper served as the bases for which the PSO algorithm was chosen and used in solving the timetabling problem at Ashesi. The goal of optimizing a timetable schedule that is devoid of conflicts was achieved as a conflict-free timetable was generated for the Ashesi Course Timetabling Problem based on lecturers' preferences.

Despite the effort made to create a course timetable devoid of conflict to solve the Ashesi Course Timetabling Problem based on lecturers' preferences, more work needs to be done in creating a schedule that takes into consideration classroom preferences (size of classroom and location eg. Classroom or lab) for courses and students' preferences for timeslots beyond lecturers' preferences that has been dealt with in this paper. The combination of these three solutions to the course timetabling problem will lead to the creation of the most optimum course timetablefor the Ashesi University College course timetabling problem.

This project has been a successful one with a great learning curve for the author. The attempt to help solve the course timetabling problem at Ashesi University College is in the right direction and needs the support of
students (by taking up the challenge), lecturers, faculty and academic registrars (by supporting students who wish to continue this project), to help find a solution to the Ashesi course timetabling problem which is yet to become serious as the school's population increases - many students and faculty will have different preferences and not all classroom sizes will be equal.

In conclusion, with conflict-free timetables generated based on lecturers preferences and classroom allocation, PSO has been clearly shown in this project to be capable of addressing the timetabling challenge at Ashesi University College.
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## APPENDIX

| PREFERENCES | T1 <br> T2 <br> T3 <br> T4 <br> T5 <br> T6 <br> T7 <br> T8 <br> T9 <br> T10 <br> T11 <br> T12 <br> T13 <br> T14 <br> T15 <br> T16 <br> T17 <br> T18 <br> T19 <br> T20 <br> T21 <br> T22 <br> T23 <br> T24 <br> T25 <br> T26 <br> T27 <br> T28 <br> T29 <br> T30 | 2 3 3 2 2 1 5 6 6 5 <br> 1 6 3 1 5 2 5 3 5 1 <br> 2 5 3 2 1 6 5 5 4 6 <br> 5 1 1 6 2 3 3 1 2 4 <br> 2 4 5 1 4 6 4 2 2 1 <br> 1 6 2 6 4 6 1 4 6 6 <br> 6 6 4 3 6 1 3 6 1 4 <br> 4 1 4 3 5 2 1 2 3 4 <br> 3 3 3 6 2 1 6 3 2 3 <br> 2 5 4 5 4 1 4 2 3 6 <br> 5 3 1 1 5 3 4 5 5 3 <br> 3 4 5 3 5 6 3 5 5 4 <br> 6 6 3 4 5 6 3 2 1 6 <br> 2 6 1 4 4 6 4 5 5 6 <br> 3 1 5 5 1 3 5 5 5 3 <br> 5 4 1 1 2 4 1 6 2 1 <br> 1 3 6 3 6 5 1 1 5 2 <br> 5 1 1 2 1 1 4 4 2 4 <br> 2 5 3 1 3 6 4 5 1 4 <br> 2 5 1 2 6 3 3 2 2 4 <br> 4 3 1 4 3 5 5 3 6 5 <br> 5 3 2 2 4 2 3 5 3 3 <br> 4 3 5 2 6 4 1 2 4 3 <br> 5 6 6 3 6 5 2 3 3 2 <br> 1 6 1 4 6 6 2 5 4 3 <br> 1 2 3 5 1 5 5 4 5 6 <br> 4 3 4 1 4 6 6 4 1 4 <br> 3 4 5 6 4 1 1 6 3 3 <br> 1 4 6 4 2 2 6 3 3 4 <br> 3 2 6 2 6 1 5 3 4 1 |
| :---: | :---: | :---: |
| RESULT |  |  |
| Teacher 1 has preference of 5 at position 10 with room preference of 5 for class Teacher 2 has preference of 1 at position 10 with room preference of 5 for class Teacher 3 has preference of 3 at position 3 with room preference of 5 for class 3 Teacher 1 has preference of 6 at position 9 with room preference of 5 for class 4 Teacher 2 has preference of 5 at position 9 with room preference of 5 for class 5 Teacher 4 has preference of 2 at position 9 with room preference of 5 for class 6 Teacher 5 has preference of 2 at position 8 with room preference of 5 for class 7 |  |  |

Teacher 6 has preference of 2 at position 3 with room preference of 5 for class 8 Teacher 7 has preference of 6 at position 5 with room preference of 5 for class 9 Teacher 8 has preference of 3 at position 4 with room preference of 5 for class 10 Teacher 5 has preference of 5 at position 3 with room preference of 5 for class 11 Teacher 9 has preference of 3 at position 10 with room preference of 5 for class 12 Teacher 10 has preference of 3 at position 9 with room preference of 5 for class 13 Teacher 11 has preference of 5 at position 9 with room preference of 5 for class 14 Teacher 12 has preference of 3 at position 7 with room preference of 5 for class 15 Teacher 9 has preference of 6 at position 7 with room preference of 5 for class 16 Teacher 8 has preference of 3 at position 9 with room preference of 5 for class 17 Teacher 8 has preference of 4 at position 10 with room preference of 5 for class 18 Teacher 13 has preference of 4 at position 4 with room preference of 5 for class 19 Teacher 5 has preference of 4 at position 5 with room preference of 5 for class 20 Teacher 14 has preference of 6 at position 2 with room preference of 5 for class 21 Teacher 15 has preference of 5 at position 8 with room preference of 5 for class 22 Teacher 3 has preference of 6 at position 10 with room preference of 5 for class 23 Teacher 16 has preference of 1 at position 7 with room preference of 5 for class 24 Teacher 17 has preference of 6 at position 5 with room preference of 5 for class 25 Teacher 13 has preference of 2 at position 8 with room preference of 5 for class 26 Teacher 7 has preference of 3 at position 4 with room preference of 5 for class 27 Teacher 18 has preference of 4 at position 8 with room preference of 5 for class 28 Teacher 19 has preference of 3 at position 5 with room preference of 5 for class 29 Teacher 20 has preference of 1 at position 3 with room preference of 5 for class 30 Teacher 21 has preference of 3 at position 5 with room preference of 5 for class 31 Teacher 22 has preference of 4 at position 5 with room preference of 5 for class 32 Teacher 23 has preference of 4 at position 9 with room preference of 5 for class 33 Teacher 24 has preference of 6 at position 2 with room preference of 5 for class 34 Teacher 25 has preference of 5 at position 8 with room preference of 5 for class 35 Teacher 26 has preference of 4 at position 8 with room preference of 5 for class 36 Teacher 27 has preference of 4 at position 3 with room preference of 5 for class 37 Teacher 28 has preference of 6 at position 4 with room preference of 5 for class 38 Teacher 29 has preference of 6 at position 3 with room preference of 5 for class 39 Teacher 30 has preference of 6 at position 3 with room preference of 5 for class 40 Teacher 21 has preference of 4 at position 4 with room preference of 5 for class 41 Teacher 18 has preference of 1 at position 2 with room preference of 5 for class 42 Teacher 22 has preference of 3 at position 2 with room preference of 5 for class 43 Teacher 28 has preference of 3 at position 10 with room preference of 5 for class 44 Teacher 27 has preference of 1 at position 4 with room preference of 5 for class 45 Teacher 19 has preference of 5 at position 2 with room preference of 5 for class 46 Teacher 20 has preference of 3 at position 6 with room preference of 5 for class 47 Teacher 28 has preference of 4 at position 2 with room preference of 5 for class 48

Particles fitness is 424
The best Global fitness is 424
BUILD SUCCESSFUL (total time: 6 minutes 3 seconds)
Table 8A simulation of an Ashesi Timetable based on lecturers' preferences.

